
Project 1: Pulse Monitor and Oximetry – Week 2

BE/EE/MedE 189a: Design and Construction of Biodevices

Fall 2017

Instructions

1. The lab is to be completed in groups of 2. Only one lab report is required per group.

2. Lab report

• Include your VIs in your appendix

• Write a brief outline of the lab including any modification/addition to the lab instructions.

• Answer the post lab questions.

• Emphasis is placed on the analysis and demonstration of understanding of the functionality,
performance, and limitations of the system.

Procedure

Overview

In this project, we will use the principles discussed in the prelab to measure the pulse rate, before
proceeding to additionally measure oxygenation next week. We will use a commercial oxygen sensor
(Nellcor Oxisensor II D25) to measure the pulse rate. The Nellcor Oxisensor uses a DB9 connector (refer
to Fig. 1 for pinout information). It can be directly connected to the ELVIS II breadboard. The oxisensor
can be attached to your finger, as shown in Fig. 2. The oxisensor consists of a red LED, an infrared (IR)
LED, and a photodiode to measure light signal from both LEDs. We will only use the red LED in our
pulse monitor setup.



Pin Purpose
1 -
2 LED1
3 LED2
4 -
5 Photodiode anode
6 -
7 Shield
8 -
9 Photodiode cathode

Figure 1: Nellcor Oxisensor II DB9 connector Pinout

Figure 2: How to apply probe

Since the output of the photodiode is usually weak, we will build a simple amplifier to amplify the
signal. We will then use the NI ELVIS II system and the LabVIEW program to acquire the amplified
signal. Finally, the signal is processed in LabVIEW to get the pulse rate. An experiment we would like
for you to explore is the possible change of the pulse rate when watching a flashing LED.

Constructing the circuit for Nellcore Oxisensor

The circuit for driving the red LED and the photodiode is shown in Fig. 3. Use the breadboard to
construct the circuit and attach the oxisensor to your figure. Now try to detect the output of the signal
using either a real or a virtual oscilloscope. Note that the signal will be very weak and it is hard to detect
your pulse. However, the signal will fluctuate as you move your finger.

Figure 3: How to apply probe



Constructing the filter and amplification circuit

Use the circuit shown in Fig. 4, or any related circuit that you want, to filter and amplify the signal.
Observe the signal using an oscilloscope. An example of the pulse signal is shown in Fig. 5.

Figure 4: Filter and amplifier

Figure 5: Example pluse signal

Here we will use two op-amps from LF442. Please see the attached datasheet for pin definitions. The
signal should look similar to Fig. 5. Try the following parameters:

R1 = 150 kΩ

R2 = R3 = 1.8 MΩ

R4 = 10 kΩ

R5 = 1 MΩ

C1 = 2.2µF

C2 = 0.027µF

C3 = 0.012µF

Note: Resistors have no polarity so you can wire them up in any direction. Some capacitors have polarity,
especially the high capacitance ones. The longer lead on the capacitor is the positive end—make sure
you wire the capacitor such that the positive end faces the side of the circuit that is predominantly at a
higher potential.

Write a LabVIEW VI for detecting and processing the signal

Use analog input DAQ to acquire the pulse signal. Write LabVIEW VIs to process the signal and extract
and display the pulse rate.



Beat intervals and chaos. Surprisingly, in a healthy individual, the intervals between successive heart-
beats vary in a rather chaotic manner. It has been reported that patients with congestive heart failure
(CHF) have decreased cardiac chaos as compared to healthy individuals (see attached paper by Poon
and Merrill, especially Fig. 1). CHF patients are found to have similar chaotic heartbeat interval except
“frequently interrupted by periods of seemingly non-chaotic fluctuations.” Thus, a frequency spectrum
(obtainable by FFT) will not sufficiently reveal these periods of regular heartbeat intervals (refer to Fig.
1c of Poon and Merrill). Improve your LabVIEW VI so that it is able to calculate beat intervals, plot
them (essentially like in Fig. 1a of the paper) and detect periods of regular beat intervals. (Hint: You
can test this using a simulated triangle wave as the beat interval trend of a CHF patient.)

Can you influence your pulse? Create a flashing virtual LED on a separate Labview VI. Make the LED
flash at rates ranging from 60-120 flashes/minute. Looking at the LED and measuring your pulse rate
using your previously built pulse monitor, find out if your pulse rate related to the flashing rate of the
LED.

Post-lab questions

1. The circuit in Figure 4 consists of a first-order RC high pass filter, a Sallen-Key low pass filter and
a non-inverting amplifier. Label which parts of the circuit correspond to each of these functions.
Write down the low-pass and high-pass cut-off frequencies. Calculate the gain of the non-inverting
amplifier.

2. What affects the accuracy of the pulse monitor that you have built?

3. What advantages does this pulse monitor have compared to other measures of cardiac function?
What are its disadvantages?
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morphology contradicts Rak’s dichotomization of East and South
African robust Australopithecus6.

It is possible that the KGA A. boisei population as a whole was
morphologically distinct from that of the Turkana basin, despite a
geographical proximity of approximately 200 km. The Konso
macromammalian fauna exhibits significant differences from the
Turkana counterparts at both 1.4 Myr and 1.9 Myr levels. Dominant
bovids and suids at Konso include Kobus cf. sigmoidalis, Damaliscus
niro, Parmularius angusticornis, a short-horned Syncerus,
Tragelaphus strepsiceros, Kolpochoerus majus, Kolpochoerus limnetes/
olduvaiensis, Notochoerus aff. euilus, and Metridiochoerus hopwoodi.
Most of these taxa are rare or absent at equivalent Turkana time
horizons, or are different at the infraspecific level17,18. Similarly, the
abundant Acheulean assemblages found at KGA are lacking at East
Turkana19. Thus, distinct differences between Konso and Turkana
are seen in A. boisei, the fauna and archeological remains. Because all
Australopithecus species hypodigms come from one dominant and a
few subsidiary site samples, the extent of the polytypic nature of
early hominid species may have been overlooked.

The importance of the Konso A. boisei fossils lies in their
possession of uniquely derived features of that species, thus allowing
secure taxonomic attribution at the species level, while otherwise
extending the known range of A. boisei variation in many features.
The striking deviations of the Konso morphology from the known
Olduvai/Turkana A. boisei condition demonstrate that not all A.
boisei features traditionally considered as part of a hyper-robust
masticatory adaptation are of functional significance or decisive
systematic value. This has important implications for early-homi-
nid systematics and functional interpretations.

It is likely that many details of craniodental features used in
evaluations of early hominids vary between populations in a
manner consistent with random genetic drift. Excessive atomization
of morphological features and their individual evaluations may then
lead to erroneous phylogenetic and simplistic functional interpreta-
tions. We hypothesize that the facial morphology of the Konso skull,
unique in the known A. boisei hypodigm, represents intraspecific
variation, either individual, age-related, temporal and/or geo-
graphic. The striking distinctiveness of the Konso skull and the
morphological trends common to both palates (KGA10-506 and
KGA10-525) suggest that geographic variation is particularly influ-
ential. Geographically patterned, inter-basinal variation may be
revealed further as more A. boisei specimens become available.
Meanwhile, as some features once thought to characterize South
African A. robustus are now shown to occur in East Africa, the case
for robust Australopithecus monophyly is strengthened.

The taxonomic splitting of the ,2.0-Myr early-Homo hypodigm
is a scheme rapidly gaining wide acceptance20–23, and the newly
proposed taxon Australopithecus bahrelghazali has been claimed to
be distinct from A. afarensis24. These interpretations rely heavily on
specimen-specific morphological differences. Such differences have
been taken as indicating cladogenesis, but the Konso discoveries
combined with modern anthropoid variation25,26 suggest that con-
siderable morphological polymorphism and/or polytypism may
have been present among all early hominids. Splitting of taxa at
the species level, emphasizing minor morphological differences,
would then be unwarranted. We predict that, as new hominid-
bearing sedimentary basins are discovered and existing site samples
are augmented, a more accurate picture of variation will emerge to
challenge overly split phylogenies of hominid species. M
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The electrical properties of the mammalian heart undergo many
complex transitions in normal and diseased states1–7. It has been
proposed that the normal heartbeat may display complex non-
linear dynamics, including deterministic chaos8,9, and that such
cardiac chaos may be a useful physiological marker for the
diagnosis10–12 and management13,14 of certain heart trouble. How-
ever, it is not clear whether the heartbeat series of healthy and
diseased hearts are chaotic or stochastic15–17, or whether cardiac
chaos represents normal or abnormal behaviour18. Here we have
used a highly sensitive technique, which is robust to random
noise, to detect chaos19. We analysed the electrocardiograms from
a group of healthy subjects and those with severe congestive heart
failure (CHF), a clinical condition associated with a high risk of
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sudden death. The short-term variations of beat-to-beat interval
exhibited strongly and consistently chaotic behaviour in all
healthy subjects, but were frequently interrupted by periods of
seemingly non-chaotic fluctuations in patients with CHF. Chaotic
dynamics in the CHF data, even when discernible, exhibited a high
degree of random variability over time, suggesting a weaker form
of chaos. These findings suggest that cardiac chaos is prevalent in
healthy heart, and a decrease in such chaos may be indicative of
CHF.

One of the main problems in studying the nonlinear dynamical
behaviour of the heartbeat (and of any empirical time series in
general) is the inevitable presence of random noise, which can often
lead to false positive or negative identifications of chaos when
traditional methods of nonlinear dynamics analysis are used.
Although the effect of noise may be lessened to some extent by
using long data records, this approach is limited by the possible
non-stationarity of the heartbeat series20,21.

To circumvent these difficulties, we have used a nonlinear systems
identification technique19 to detect time-dependent and disease-
dependent changes in the chaotic dynamics of the heartbeat. The
technique identifies nonlinear determinism in a time series by
iteratively generating a family of polynomial autoregressive
models. The null hypothesis (namely, that the time series is
stochastic with linear dynamics) is rejected if there is at least one
nonlinear model that provides a significantly better fit to the data in
a parsimonious manner than linear autoregressive models of all
dynamical order. The statistical test is highly robust and sensitive, in
that it is resistant to noise contamination and is applicable to short
time series (with ,1,000 points). This technique provides a highly
specific test for deterministic chaos in that the null hypothesis is not
readily rejected in the presence of random noise unless the under-
lying system is chaotic and/or has a fractal phase-space structure19.
Indeed, simulation studies showed that the level of noise corruption
that could be tolerated by such a chaotic test was directly related to
the magnitude of the positive Lyapunov exponent, a measure of the
degree of chaos in the underlying noise-free data (M. Barahona and

C.-S.P., unpublished observations). Moreover, the computational
algorithm uses a recursive scheme for nonlinear systems identifica-
tion and is highly efficient (typically, analysis of a 1,000-point time
series takes just seconds on a desktop computer). The combination
of specificity, sensitivity and computational efficiency of the chaotic
test allowed a systematic statistical evaluation of the presence of
deterministic chaos in multiple short segments of an extended
heartbeat series, an analytical approach that would otherwise be
impractical.

The data sets of interest were derived from an established
database17,20,22 and consisted of continuous Holter records (at
128–250 samples s−1) of heartbeat intervals from 8 healthy subjects
and 11 CHF patients (age range, 22–71 years). At the time of the
experiment, none of the subjects was on any medication that would
affect the heart rate. To obviate possible non-physiological dis-
turbances associated with wakefulness, data obtained only during
nocturnal hours (totally 20,000 beats each) were used in the
analysis. Subjects in both groups were selected on the basis of
stability of the mean heart rate and limited number of ectopic beats
and undetected beats. The heartbeat series were detrended using
linear regression, but otherwise no preprocessing of the data was
performed.

The heartbeat series of the CHF patients were characterized by the
distinct presence of low-amplitude, low-frequency intermittent
oscillations and decrease in temporal variability (Fig. 1), as reported
previously22,23. Generally, such an increase in regularity and decrease
in temporal variability may reflect a decrease in either the noise or
chaotic contents of the time series. To distinguish these possibilities,
we first divided each heartbeat series into 40 contiguous short
segments (of 500 beats each) to minimize the effect of non-
stationarity of the data. We then applied the chaotic test to each
data segment and evaluated the frequencies of linear and nonlinear
episodes in each subject.

Nonlinear dynamics were manifested under the above test in both
healthy and CHF heartbeat data (Fig. 2a, b). Because the chaotic test
is conservative in the presence of noise (that is, predisposing to a

Figure 1 Characteristics of heartbeat data. a,

Representative heartbeat series from a healthy

subject (left) and a CHF patient (right). All heartbeat

data were obtained during sleep and consisted of

20,000 beats. Insets show the self-similar character

of the healthy heartbeat series and the decreased

complexity and increased predictability of the CHF

data in the form of low-amplitude, low-frequency

intermittent oscillations. b, Variance of heartbeat

intervals in all healthy subjects (left) and all CHF

patients (right). Note the decreased variability of

heartbeat in the CHF patient. c, Frequency spectrum

of heartbeat intervals in all healthy subjects (left) and

all CHF patients (right). Each frequency spectrum

was obtained by taking a 2,000-point Fourier trans-

form of the corresponding heartbeat series, aver-

aged over all data segments, and then integrated

over a 10-point bin in the frequency scale. The lack of

sustained periodic or quasiperiodic components is

indicated by the absence of frequency peaks in both

subject groups.
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linear model unless the data have a significant chaotic component),
this finding suggests that the heartbeat series were intrinsically
chaotic in both subject groups. The absence of other forms of
nonlinear dynamics (such as limit cycles or invariant loops) is also
indicated by the lack of constantly periodic or quasiperiodic
components in the heartbeat series and corresponding frequency
spectrum of all subjects (Fig. 1). Furthermore, the possible con-
tribution of non-chaotic fractal attractors to the nonlinear
dynamics may also be excluded, as such attractors occur only
under certain special circumstances24, which are unlikely in the
cardiac system.

However, deterministic chaos was detected consistently in nearly

all data segments in the healthy group, but the detection rate was
markedly decreased (by 20–80%) in all but one of the CHF patients
(Fig. 2b). Because all data were from subjects during nocturnal
hours, and the CHF data were even less variable than the normal
data (Fig. 1), it is highly unlikely that the low detection rate in the
CHF group was caused by increased noise corruption. To confirm
this, we repeated the test with data segments of 2,000 beats each to
increase the signal content. Again, all healthy heartbeat data with the
longer segmentation proved strongly chaotic, but the corresponding
CHF data still exhibited relatively low detection rates (Fig. 2c).
Because a weakly chaotic time series is generally more susceptible to
noise corruption than is a strongly chaotic one (one with a large
positive Lyapunov exponent), the low detection rate in the CHF
group suggests that the intensity of cardiac chaos was decreased in
CHF patients.

Another way of measuring the changes in intensity of chaos in a
noise-corrupted time series is to compare the variability of the
resulting nonlinear models for those data segments that tested
positive for deterministic chaos. Again, we make use of the property
that the chaotic dynamics in a noise-corrupted time series is more
readily identifiable if it has a higher signal-to-noise ratio. Thus the
nonlinear coefficient estimates for the CHF data are expected to be
less variable if the lower temporal variability of the CHF data (Fig. 1)
reflected a decrease in noise level instead of a decrease in chaotic
content.

To test this hypothesis, we computed the nonlinear coefficients
for all chaotic segments of the healthy and CHF heartbeat series.
Indeed, the estimated nonlinear coefficients were considerably more
variable in the CHF patients than in healthy subjects (Fig. 3). This
criterion again held in all but one of the CHF patients and for the
group as a whole. The increased parameter variability in the CHF
group, together with a corresponding decrease in detection rate for

Figure 2 Chaos analysis of heartbeat series. The data were fitted with dynamical

models of linear and polynomial forms with increasing order. Nonlinear dynamics

was indicated if the best nonlinear model provides a better fit to the data than the

best linearmodel with a similar numberof polynomial terms. Model selection was

based upon the F-ratio test for residuals at the 1% significance level. This

technique is conservative in that it predisposes to a linear model (null hypothesis)

in the presence of random noise unless the system is chaotic19. a, Examples of

linear and nonlinear model fits of a 500-beat data segment for the same healthy

subject (left) and CHF patient (right) shown in Fig.1a. The cost function is of the

form19: CðrÞ ¼ logeeðrÞ þ r=N, where r is the number of polynomial terms, e(r) is the

residual error, and N is the length of the time series. Both the cost function and the

F-ratio test yielded anonlinearmodel for the healthysubject anda linearmodel for

the CHF subject. b, Histograms of linear and nonlinear model selection for all 500-

beat data segments based on the above test in healthy subjects (left) and CHF

patients (right). Note the high detection rates for chaos (nearly 100%) in the

healthy group and the relatively low detection rates in CHF group (except patient

P1). c, As b, but using 2,000-beat data segments.

Figure 3 Variability of parameter estimates corresponding to all 500-beat data

segments that were identified as chaotic in Fig. 2. Data shown are estimates of

the leading nonlinear coefficients (mean 6 s:d:) from the same healthy subject (a)

and CHF patient (b) shown in Fig. 1a. Note the increased variability (s.d.) of

estimated coefficients in the CHF patient. c, Average s.d. values (mean 6 s:e:) of

the first 80 nonlinear coefficient estimates for the healthy and CHF groups are

plotted on a semi-logarithmic scale. The parameter estimates were significantly

more variable in the CHF group than in the healthy group. All CHF patients except

P1 exhibited similar increased parameter variability.
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chaos (Fig. 2), confirm that the degree of cardiac chaos was
decreased in the CHF patients.

These critical tests strongly support the suggested prevalence of
cardiac chaos in healthy subjects8,9. Moreover, our results indicate
that cardiac chaos persists in CHF patients, albeit less strongly than
in healthy subjects. The intermittent heartbeat oscillations char-
acteristic of these patients22 (Fig. 1) suggest that they may be at the
brink of intermittency, a common route to and out of chaos25.
Whereas the effect of noise contamination of the data precluded the
reliable detection of chaos with previous approaches, we have used
this property to evaluate statistically the changes in cardiac chaos
with heart disease. Such a statistical approach has been made
possible by the sensitivity, specificity and computational efficiency
of the chaotic test19.

Our results do not reveal the mechanisms of cardiac chaos and its
recession in heart failure; indeed abnormalities in left ventricular
and autonomic system functions may all contribute to a decrease in
complexity of the heartbeat nonlinear dynamics in CHF patients22.
Nevertheless, of all the subjects tested, only one CHF patient failed
both diagnostic criteria, corresponding to a type-I and type-II
diagnostic error of 9% and 0%, respectively. Such remarkable
consistency of the chaotic tests, together with the efficiency of the
computational algorithm, suggest that such indices of chaos may
be used as a specific, non-invasive and on-line diagnostic test for
heart disease, and a possible indicator of imminent ventricular
fibrillation26. M
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Recognition of facial expressions is critical to our appreciation of
the social and physical environment, with separate emotions
having distinct facial expressions1. Perception of fearful facial
expressions has been extensively studied, appearing to depend
upon the amygdala2–6. Disgust—literally ‘bad taste’—is another
important emotion, with a distinct evolutionary history7, and is
conveyed by a characteristic facial expression8–10. We have used
functional magnetic resonance imaging (fMRI) to examine the
neural substrate for perceiving disgust expressions. Normal
volunteers were presented with faces showing mild or strong
disgust or fear. Cerebral activation in response to these stimuli
was contrasted with that for neutral faces. Results for fear
generally confirmed previous positron emission tomography
findings of amygdala involvement. Both strong and mild expres-
sions of disgust activated anterior insular cortex but not the
amygdala; strong disgust also activated structures linked to a
limbic cortico–striatal–thalamic circuit. The anterior insula is
known to be involved in responses to offensive tastes. The neural
response to facial expressions of disgust in others is thus closely
related to appraisal of distasteful stimuli.

We aimed to demonstrate distinct neural substrates for percep-
tion of two emotions, fear and disgust, replicating previous obser-
vations of a link between fear perception and amygdala activation5,6,
and examining the substrate for perception of disgust. It was
postulated that perception of facial expressions of disgust would
involve structures implicated in the appreciation of offensive
stimuli. A cortico–striatal–thalamic circuit has been identified in
primates11, which may be involved in responses to emotive stimuli.
There is clinical evidence for the probable involvement of some of
these structures in appreciation of disgust: impaired recognition of
disgust from facial expressions has been reported both in patients
with symptomatic Huntington’s disease12, and presymptomatic
carriers of the Huntington’s gene13.

Subjects viewed grey-scale pictures of faces from a standard set14

depicting disgusted, fearful and neutral expressions. There were two
levels of intensity (75 and 150%) for the facial expressions of disgust
and fear for each individual face, and one level for the neutral
expression, all produced by computer graphical manipulation of the
prototype of each expression15 (Fig. 1). As a neutral face, we used an
image with a slightly (25%) happy expression (see Methods).
Subjects viewed blocks of emotional (disgusted or fearful) faces
alternating with neutral faces in blocks. There were four separate
experiments, in a randomized order, incorporating an alternating
(neutral/emotional) design for each emotion (fear/disgust) and
intensity of expression (mild, 75%; strong, 150%). After presenta-
tion of each face, subjects made a decision as to its sex by pressing
one of two buttons with the right thumb. The sex decision task was
chosen to allow an identical task and response across all conditions,
and to permit comparison to a previous study of fear which also



LF442
Dual Low Power JFET Input Operational Amplifier
General Description
The LF442 dual low power operational amplifiers provide
many of the same AC characteristics as the industry stan-
dard LM1458 while greatly improving the DC characteristics
of the LM1458. The amplifiers have the same bandwidth,
slew rate, and gain (10 kΩ load) as the LM1458 and only
draw one tenth the supply current of the LM1458. In addition
the well matched high voltage JFET input devices of the
LF442 reduce the input bias and offset currents by a factor of
10,000 over the LM1458. A combination of careful layout
design and internal trimming guarantees very low input offset
voltage and voltage drift. The LF442 also has a very low
equivalent input noise voltage for a low power amplifier.

The LF442 is pin compatible with the LM1458 allowing an
immediate 10 times reduction in power drain in many appli-
cations. The LF442 should be used where low power dissi-
pation and good electrical characteristics are the major con-
siderations.

Features
n 1/10 supply current of a LM1458: 400 µA (max)
n Low input bias current: 50 pA (max)
n Low input offset voltage: 1 mV (max)
n Low input offset voltage drift: 10 µV/˚C (max)
n High gain bandwidth: 1 MHz
n High slew rate: 1 V/µs
n Low noise voltage for low power:
n Low input noise current:
n High input impedance: 1012Ω
n High gain VO = ±10V, RL = 10k: 50k (min)

Typical Connection

00915501

Ordering Information

LF442XYZ
X indicates electrical grade

Y indicates temperature range

“M” for military

“C” for commercial

Z indicates package type

“H” or “N”

Connection Diagrams
Metal Can Package

00915502

Pin 4 connected to case

Top View
Order Number LF442AMH or LF442MH/883

See NS Package Number H08A

Dual-In-Line Package

00915504

Top View
Order Number LF442ACN or LF442CN

See NS Package Number N08E

BI-FET II™ is a trademark of National Semiconductor Corporation.
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Absolute Maximum Ratings (Note 1)

If Military/Aerospace specified devices are required,
please contact the National Semiconductor Sales Office/
Distributors for availability and specifications.

LF442A LF442

Supply Voltage ±22V ±18V

Differential Input Voltage ±38V ±30V

Input Voltage Range ±19V ±15V

(Note 2)

Output Short Circuit Continuous Continuous

Duration (Note 3)

H Package N Package

Tj max 150˚C 115˚C

H Package N Package

θJA (Typical)
(Note 4)
(Note 5)

65˚C/W
165˚C/W

114˚C/W
152˚C/W

θJC (Typical) 21˚C/W

Operating Temperature (Note 5) (Note 5)

Range

Storage −65˚C≤TA≤150˚C−65˚C≤TA≤150˚C

Temperature Range

Lead Temperature 260˚C 260˚C

(Soldering, 10 sec.)

ESD Tolerance Rating to be determined

DC Electrical Characteristics (Note 7)

Symbol Parameter Conditions LF442A LF442 Units

Min Typ Max Min Typ Max

VOS Input Offset Voltage RS = 10 kΩ, TA = 25˚C 0.5 1.0 1.0 5.0 mV

Over Temperature 7.5 mV

∆VOS/∆T Average TC of Input RS = 10 kΩ 7 10 7 µV/˚C

Offset Voltage

IOS Input Offset Current VS = ±15V Tj = 25˚C 5 25 5 50 pA

(Notes 7, 8) Tj = 70˚C 1.5 1.5 nA

Tj = 125˚C 10 nA

IB Input Bias Current VS = ±15V Tj = 25˚C 10 50 10 100 pA

(Notes 7, 8) Tj = 70˚C 3 3 nA

Tj = 125˚C 20 nA

RIN Input Resistance Tj = 25˚C 1012 1012 Ω
AVOL Large Signal Voltage VS = ±15V, VO = ±10V, 50 200 25 200 V/mV

Gain RL = 10 kΩ, TA = 25˚C

Over Temperature 25 200 15 200 V/mV

VO Output Voltage Swing VS = ±15V, RL = 10 kΩ ±12 ±13 ±12 ±13 V

VCM Input Common-Mode ±16 +18 ±11 +14 V

Voltage Range −17 −12 V

CMRR Common-Mode RS ≤ 10 kΩ 80 100 70 95 dB

Rejection Ratio

PSRR Supply Voltage (Note 9) 80 100 70 90 dB

Rejection Ratio

IS Supply Current 300 400 400 500 µA

LF
44
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AC Electrical Characteristics (Note 7)

Symbol Parameter Conditions LF442A LF442 Units

Min Typ Max Min Typ Max

Amplifier to Amplifier TA = 25˚C, f = 1 Hz-20 kHz −120 −120 dB

Coupling (Input Referred)

SR Slew Rate VS = ±15V, TA = 25˚C 0.8 1 0.6 1 V/µs

GBW Gain-Bandwidth Product VS = ±15V, TA = 25˚C 0.8 1 0.6 1 MHz

en Equivalent Input Noise TA = 25˚C, RS = 100Ω, 35 35

Voltage f = 1 kHz

in Equivalent Input Noise TA = 25˚C, f = 1 kHz 0.01 0.01

Current

Note 1: “Absolute Maximum Ratings” indicate limits beyond which damage to the device may occur. Operating Ratings indicate conditions for which the device is
functional, but do not guarantee specific performance limits.

Note 2: Unless otherwise specified the absolute maximum negative input voltage is equal to the negative power supply voltage.

Note 3: Any of the amplifier outputs can be shorted to ground indefinitely, however, more than one should not be simultaneously shorted as the maximum junction
temperature will be exceeded.

Note 4: The value given is in 400 linear feet/min air flow.

Note 5: The value given is in static air.

Note 6: These devices are available in both the commercial temperature range 0˚C ≤ TA ≤ 70˚C and the military temperature range −55˚C ≤ TA ≤ 125˚C. The
temperature range is designated by the position just before the package type in the device number. A “C” indicates the commercial temperature range and an “M”
indicates the military temperature range. The military temperature range is available in “H” package only.

Note 7: Unless otherwise specified, the specifications apply over the full temperature range and for VS = ±20V for the LF442A and for VS = ±15V for the LF442.
VOS, IB, and IOS are measured at VCM = 0.

Note 8: The input bias currents are junction leakage currents which approximately double for every 10˚C increase in the junction temperature, Tj. Due to limited
production test time, the input bias currents measured are correlated to junction temperature. In normal operation the junction temperature rises above the ambient
temperature as a result of internal power dissipation, PD. Tj = TA + θjAPD where θjA is the thermal resistance from junction to ambient. Use of a heat sink is
recommended if input bias current is to be kept to a minimum.

Note 9: Supply voltage rejection ratio is measured for both supply magnitudes increasing or decreasing simultaneously in accordance with common practice from
±15V to ±5V for the LF442 and ±20V to ±5V for the LF442A.

Note 10: Refer to RETS442X for LF442MH military specifications.

Simplified Schematic

1/2 Dual

00915503

LF442

www.national.com3



Typical Performance Characteristics
Input Bias Current Input Bias Current

00915517 00915518

Supply Current
Positive Common-Mode

Input Voltage Limit

00915519 00915520

Negative Common-Mode
Input Voltage Limit Positive Current Limit

00915521 00915522

LF
44
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Typical Performance Characteristics (Continued)

Negative Current Limit Output Voltage Swing

00915523 00915524

Output Voltage Swing Gain Bandwidth

00915525
00915526

Bode Plot Slew Rate

00915527
00915528

LF442

www.national.com5



Typical Performance Characteristics (Continued)

Distortion vs Frequency
Undistorted Output Voltage

Swing

00915529
00915530

Open Loop Frequency
Response

Common-Mode Rejection
Ratio

00915531
00915532

Power Supply Rejection
Ratio

Equivalent Input Noise
Voltage

00915533 00915534

LF
44
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Typical Performance Characteristics (Continued)

Open Loop Voltage Gain Output Impedance

00915535 00915536

Inverter Settling Time

00915537

LF442
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Pulse Response RL = 10 kΩ, CL = 10 pF

Small Signal Inverting

00915507

Small Signal Non-Inverting

00915508

Large Signal Inverting

00915509

Large Signal Non-Inverting

00915510

LF
44

2

www.national.com 8



Application Hints
This device is a dual low power op amp with internally
trimmed input offset voltages and JFET input devices (BI-
FET II). These JFETs have large reverse breakdown volt-
ages from gate to source and drain eliminating the need for
clamps across the inputs. Therefore, large differential input
voltages can easily be accommodated without a large in-
crease in input current. The maximum differential input volt-
age is independent of the supply voltages. However, neither
of the input voltages should be allowed to exceed the nega-
tive supply as this will cause large currents to flow which can
result in a destroyed unit.

Exceeding the negative common-mode limit on either input
will force the output to a high state, potentially causing a
reversal of phase to the output. Exceeding the negative
common-mode limit on both inputs will force the amplifier
output to a high state. In neither case does a latch occur
since raising the input back within the common-mode range
again puts the input stage and thus the amplifier in a normal
operating mode.

Exceeding the positive common-mode limit on a single input
will not change the phase of the output; however, if both
inputs exceed the limit, the output of the amplifier will be
forced to a high state.

The amplifiers will operate with a common-mode input volt-
age equal to the positive supply; however, the gain band-
width and slew rate may be decreased in this condition.
When the negative common-mode voltage swings to within
3V of the negative supply, an increase in input offset voltage
may occur.

Each amplifier is individually biased to allow normal circuit
operation with power supplies of ±3.0V. Supply voltages less
than these may degrade the common-mode rejection and
restrict the output voltage swing.

The amplifiers will drive a 10 kΩ load resistance to ± 10V
over the full temperature range.

Precautions should be taken to ensure that the power supply
for the integrated circuit never becomes reversed in polarity
or that the unit is not inadvertently installed backwards in a
socket as an unlimited current surge through the resulting
forward diode within the IC could cause fusing of the internal
conductors and result in a destroyed unit.

As with most amplifiers, care should be taken with lead
dress, component placement and supply decoupling in order
to ensure stability. For example, resistors from the output to
an input should be placed with the body close to the input to
minimize “pick-up” and maximize the frequency of the feed-
back pole by minimizing the capacitance from the input to
ground.

A feedback pole is created when the feedback around any
amplifier is resistive. The parallel resistance and capacitance
from the input of the device (usually the inverting input) to AC
ground set the frequency of the pole. In many instances the
frequency of this pole is much greater than the expected 3
dB frequency of the closed loop gain and consequenty there
is negligible effect on stability margin. However, if the feed-
back pole is less than approximately 6 times the expected 3
dB frequency a lead capacitor should be placed from the
output to the input of the op amp. The value of the added
capacitor should be such that the RC time constant of this
capacitor and the resistance it parallels is greater than or
equal to the original feedback pole time constant.

Typical Applications
Battery Powered Strip Chart Preamplifier

00915511

Runs from 9v batteries (±9V supplies)

Fully settable gain and time constant

Battery powered supply allows direct plug-in interface to strip chart recorder without common-mode problems

LF442

www.national.com9



Typical Applications (Continued)

“No FET” Low Power V→F Converter

00915512

Trim 1M pot for 1 kHz full-scale output

15 mW power drain

No integrator reset FET required

Mount D1 and D2 in close proximity

1% linearity to 1 kHz

High Efficiency Crystal Oven Controller

00915513

• Tcontrol= 75˚C

• A1’s output represents the amplified difference between the LM335 temperature sensor and the crystal oven’s temperature

• A2, a free running duty cycle modulator, drives the LM395 to complete a servo loop

• Switched mode operation yields high efficiency

• 1% metal film resistor

LF
44
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Typical Applications (Continued)

Conventional Log Amplifier

00915514

RT = Tel Labs type Q81

Trim 5k for 10 µA through the 5k–120k combination

*1% film resistor

Unconventional Log Amplifier

00915515

Q1, Q2, Q3 are included on LM389 amplifier chip which is temperature-stabilized by the LM389 and Q2-Q3, which act as a heater-sensor pair.

Q1, the logging transistor, is thus immune to ambient temperature variation and requires no temperature compensation at all.

LF442
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Detailed Schematic

1/2 Dual

00915516
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Physical Dimensions inches (millimeters)
unless otherwise noted

TO-5 Metal Can Package (H)
Order Number LF442AMH or LF442MH/883

NS Package Number H08A

LF442
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Physical Dimensions inches (millimeters) unless otherwise noted (Continued)

Molded Dual-In-Line Package (N)
Order Number LF442ACN or LF442CN

NS Package Number N08E

LIFE SUPPORT POLICY

NATIONAL’S PRODUCTS ARE NOT AUTHORIZED FOR USE AS CRITICAL COMPONENTS IN LIFE SUPPORT
DEVICES OR SYSTEMS WITHOUT THE EXPRESS WRITTEN APPROVAL OF THE PRESIDENT AND GENERAL
COUNSEL OF NATIONAL SEMICONDUCTOR CORPORATION. As used herein:

1. Life support devices or systems are devices or
systems which, (a) are intended for surgical implant
into the body, or (b) support or sustain life, and
whose failure to perform when properly used in
accordance with instructions for use provided in the
labeling, can be reasonably expected to result in a
significant injury to the user.

2. A critical component is any component of a life
support device or system whose failure to perform
can be reasonably expected to cause the failure of
the life support device or system, or to affect its
safety or effectiveness.

BANNED SUBSTANCE COMPLIANCE

National Semiconductor certifies that the products and packing materials meet the provisions of the Customer Products
Stewardship Specification (CSP-9-111C2) and the Banned Substances and Materials of Interest Specification
(CSP-9-111S2) and contain no ‘‘Banned Substances’’ as defined in CSP-9-111S2.

National Semiconductor
Americas Customer
Support Center
Email: new.feedback@nsc.com
Tel: 1-800-272-9959

National Semiconductor
Europe Customer Support Center

Fax: +49 (0) 180-530 85 86
Email: europe.support@nsc.com

Deutsch Tel: +49 (0) 69 9508 6208
English Tel: +44 (0) 870 24 0 2171
Français Tel: +33 (0) 1 41 91 8790

National Semiconductor
Asia Pacific Customer
Support Center
Email: ap.support@nsc.com

National Semiconductor
Japan Customer Support Center
Fax: 81-3-5639-7507
Email: jpn.feedback@nsc.com
Tel: 81-3-5639-7560
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National does not assume any responsibility for use of any circuitry described, no circuit patent licenses are implied and National reserves the right at any time without notice to change said circuitry and specifications.


